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Abstract

The aim of the current study is to investigate potential hemispheric asymmetries in the perception of vowels and the influence of different time scales on such asymmetries. Activation patterns for naturally produced vowels were examined at three durations encompassing a short (75 ms), medium (150 ms), and long (300 ms) integration time window in a discrimination task. A set of 5 corresponding non-speech sine wave tones were created with frequencies matching the second formant of each vowel. Consistent with earlier hypotheses, there was a right hemisphere preference in the superior temporal gyrus for the processing of spectral information for both vowel and tone stimuli. However, observed laterality differences for vowels and tones were a function of heightened right hemisphere sensitivity to long integration windows, whereas the left hemisphere showed sensitivity to both long and short integration windows. Although there were a number of similarities in the processing of vowels and tones, differences also emerged suggesting that even fairly early in the processing stream at the level of the STG, different mechanisms are recruited for processing vowels and tones.

INTRODUCTION

Understanding the neural basis of speech perception is essential for mapping out the neural systems underlying language processing. An important outstanding area of this research focuses on the functional role the two hemispheres play in decoding the speech signal. Recent neuroimaging experiments suggest a hierarchical organization of the phonetic processing stream with early auditory analysis of the speech signal occurring bilaterally in Heschl’s gyri and the superior temporal lobes and later stages of phonetic processing occurring in the left middle and anterior STG and STS of the left, dominant language hemisphere (Scott et al. 2000; Liebenthal et al. 2005).

Speech sounds themselves, however, are not indissoluble wholes; they are comprised of a set of acoustic properties or phonetic features. For example, the perception of place of articulation in stop consonants requires the extraction of rapid spectral changes in the 10s of ms at the release of the consonant. The perception of voicing in stop consonants requires the extraction of a number of acoustic properties (Lisker, 1978), among them, voice-onset time,
corresponding to the timing between the release of the stop consonant and the onset of vocal cord vibration. The perception of vowel quality requires the extraction of quasi-steady-state spectral properties associated with the resonant properties of the vocal tract. What is less clear are the neural substrates underlying the mapping of the different acoustic properties or features that give rise to these speech sounds.

Several studies have explored potential differences in lateralization for spectral and temporal properties using synthetic nonspeech stimuli with spectral and temporal properties similar to speech (Hall et al. 2002; Jamison et al. 2005; Boemio et al. 2005) and have found differential effects of both parameters on hemispheric processing. Results suggest that at early stages of auditory processing, the functional role of the two hemispheres may differ (Ivry and Robertson 1998; Poeppel 2001; Zatorre et al. 2002). In particular, although both hemispheres process both spectral and temporal information, there is differential sensitivity to this information. It has been shown in fMRI studies (Zatorre and Belin 2001; Boemio et al. 2005) as well as studies of aphasia (Van Lancker and Sidtis, 1992) that the right hemisphere has a preference for encoding pitch or spectral change information and it does so most efficiently over long integration time windows, whereas the left hemisphere has a preference for encoding spectral information and particularly for integrating rapid spectral changes. Moreover, it has been shown that this preference may be modulated by task demands (Brechmann, 2005). Evidence from intracerebral evoked potentials further suggests that processing of fine-grained durational properties of both speech and nonspeech stimuli is localized to the left Heschl’s Gyrus (HG) and planum temporale (Liegois-Chauvel, 1999). Other evidence suggests that this division may not be so clear-cut. For instance, in an fMRI study of non-speech stimuli, bilateral HG responded to spectral variation, whereas in the STG temporal information was left-lateralized, and spectral properties were right-lateralized (Schonwiesner, 2005).

Poeppel’s Asymmetrical Sampling in Time theory (AST) (2003) hypothesizes that laterality effects in processing auditory stimuli arise due to different temporal specializations of the two hemispheres. In particular, the AST proposes that the two hemispheres have different temporal integration windows with the left hemisphere preferentially extracting information from short (25–50 ms) windows and the right hemisphere preferentially extracting information from long (150–300 ms) windows. To test this hypothesis, Poeppel and colleagues (Boemio et al. 2005) designed an fMRI study in which subjects listened to narrow-band noise segments with temporal windows ranging from 25ms to 300ms. They found that relative to a constant frequency tone, the temporal noise segments produced increasing right hemisphere activation as they increased both the overall duration and the number of different pitch variations. However, their results only partially support the AST model. While an increase in right hemisphere activity was observed with increasing duration, no corresponding increase in left hemisphere activity was found for short durations.

Two questions are raised by these studies. The first is whether the acoustic properties of speech are processed by a domain-general spectro-temporal mechanism (for discussion see Zatorre and Gandour, 2007). If this is the case, then a speech property that favored spectral analysis over a relatively long time domain should recruit right hemisphere mechanisms. The second is whether manipulating the time window over which spectral information is integrated would affect hemispheric preferences.

The previous studies described above demonstrated right hemisphere preference using nonspeech stimuli varying in their long-term spectral properties. What is less clear is whether similar right hemisphere preferences would emerge for vowels which require extraction and integration of spectral properties over a particular time window and the potential effects of the size of that window on hemispheric laterality. Given the hypothesized differences in the computational processes of the two hemispheres, there are two properties of vowels that are
likely to recruit right hemisphere processing mechanisms. The perception of vowel quality requires the extraction of spectral properties over a relatively long steady-state. For example, differences in vowel quality such as [i] as in *beet* and [u] as in *boot* are determined by the first two formant frequencies. Moreover, the spectral properties of vowels tend to be fairly stable over 150 msec or more, and should therefore have a ‘long’ integration window. Thus, presumably at early stages of processing, there should be a right hemisphere preference for the processing of vowels.

Nonetheless, the hypotheses that there are functional differences in the processing of speech sounds in the two hemispheres are largely based on the results of neuroimaging studies using nonspeech stimuli (Zatorre and Belin 2001; Boemio et al. 2005; Jamison et al. 2005). While it is assumed that at early stages of processing both nonspeech and speech engage similar computational mechanisms (Uppenkamp et al. 2006), the question remains as to what effect the presence of a linguistic stimulus may have on hemispheric laterality (Narain et al. 2003).

Indeed, early literature exploring the hemispheric processing of auditory stimuli using the dichotic listening technique showed hemispheric differences as a function of the type of stimulus. Linguistic stimuli such as numbers, words, nonsense syllables and even consonants showed a right ear/left hemisphere advantage, whereas non-linguistic stimuli such as music and sound effects showed a left ear/right hemisphere advantage (Kimura, 1961, 1964; Spellacy and Blumstein, 1970; Studdert-Kennedy and Shankweiler, 1970). Similar dichotomies in the hemispheric processing of linguistic and nonlinguistic stimuli have also been shown in patients with left and right temporal lobectomies, with deficits in processing speech sounds with left temporal lobectomies and deficits in processing pure tones and other aspects of musical processing with right temporal lobectomies (Milner, 1962). Interestingly, results for vowel stimuli were mixed: a small right hemisphere advantage was shown in some experiments (Shankweiler and Studdert-Kennedy, 1967), a left hemisphere advantage in others (Godfrey, 1974; Weiss and House, 1973;); and no ear advantage in still others (Spellacy and Blumstein, 1970).

A few functional neuroimaging studies have been conducted using real and synthetic vowel stimuli, but none have analyzed directly potential hemispheric asymmetries for the processing of vowels. One study investigated vowel processing and showed bilateral activation for both vowels and nonspeech control stimuli of equal complexity with greater activation for vowels than for the nonspeech stimuli (Uppenkamp et al. 2006). Obleser et al. (2006) also showed bilateral activation for vowels in a study investigating the topographical mapping of vowel features associated with differences in formant frequencies, and hence spectral, patterns of the stimuli. Their results suggested stronger right hemisphere activation for the processing of these vowel features, although laterality differences were not tested statistically (cf. also Guenther et al., 2004).

The aim of the current study is to investigate potential hemispheric asymmetries in the perception of vowel quality and the influence of different time scales on such asymmetries. To this end, activation patterns for naturally produced vowels, which have a quasi-steady-state, constant spectral formant pattern will be examined at three time scales or durations, encompassing a short (75 ms), medium (150 ms), and long (300 ms) integration time window. If, as discussed above, there is a right hemisphere domain-general mechanism for extracting relatively steady-state spectral properties of auditory stimuli, then a right hemisphere preference for the processing of vowels will emerge. However, the magnitude of the asymmetry should be influenced by vowel duration with an increased right hemisphere preference for long vowels. Models such as Poeppel’s AST also predict an increased left hemisphere preference for short vowels. Nonetheless, given the results of Boemio et al. (2003), it is not clear whether there will be increased left hemisphere activation for vowels at shorter (75ms) timescales. The
locus of this asymmetry for vowels should emerge in the STG and STS, and, in particular, in
the anterior STG and STS reflecting the recruitment of the auditory ‘what’ processing stream
relating to the perception of ‘auditory objects’ or speech sounds (Obleser et al. 2006; Hickock
and Poeppel 2000).

A discrimination task with a short (50 ms) interstimulus interval (ISI) will be utilized. There
are two reasons for using this paradigm. First, discrimination judgments will be based on the
perception of differences in the spectral properties (i.e. the formant frequencies) of the vowel
stimuli. Second, it is generally assumed that a discrimination task taps early stages of phonetic
processing since it focuses attention on potential differences in the acoustic properties of the
stimuli, rather than on the phonetic category membership of the stimuli (Liberman et al.
1957).

A tone discrimination task will be used as a control task. A tone discrimination tasks has been
used as a control condition in other studies investigating the perception of speech (Burton et
al., 2000; Jancke et al., 2002; Sebastian and Yasin, 2008). Although the discrimination of tones
reflects perception of differences in pitch and the discrimination of vowels reflects perception
of differences in vowel quality, both share the acoustic property of periodicity with tones being
fully periodic and vowels being quasi-periodic. Importantly, tone discrimination has shown
right hemisphere lateralization (Binder et al., 1997). The tone stimuli will be single frequency
sine wave tones which share the second formant frequency and the duration parameters (75,
150, 300 ms) of the vowel stimuli. Given the hypotheses described above that there is a right
hemisphere domain-general mechanism for extracting steady-state properties of auditory
stimuli, simple sine wave tones should show similar lateralization patterns to those of vowels.
In general, there should be right hemisphere lateralization for the discrimination of pitch
contrasts between the tone stimuli (cf. also Milner, 1962; Binder et al. 1997), and the patterns
of asymmetry as a function of duration should mirror those for vowels with an increased right
hemisphere preference for long duration tones. When contrasted with the tone stimuli,
however, there may be less right hemisphere activation due to the linguistically relevant
properties of the vowel.

MATERIALS & METHODS

Subjects

Fifteen healthy volunteers (11 females, 4 males), ages 18–54 (mean = 23±9 yrs), participated
in the study. All subjects were native English speakers and right-handed according to the
Edinburgh Handedness Inventory (Oldfield 1971). Participants gave written consent prior to
participation in accordance with guidelines established by the Human Subjects Committee of
Brown University and Memorial Hospital. Each participant received moderate monetary
compensation for their time. In addition to the fMRI experiment, subjects also participated in
a behavioral pretest to ensure that subjects could accurately perform the experimental task.

Stimuli

Stimuli consisted of pairs of vowels and tones, selected from a 5 vowel or 5 tone set. The five-
vowel stimulus set included [i], [e], [a], [o], and [u], and was produced by an adult male speaker
native of English. The formant frequencies of the vowel stimuli are listed in Table 1. The
durations of the produced vowels varied between 284–336 ms. They were then all adjusted to
300 ms by means of a frequency-independent time stretching program (Adobe Audition), and
then edited to 75ms and 150ms in duration using the BLISS audio software package (Mertus
1989). Stimulus onsets and offsets were tapered with 10ms Hamming windows to prevent
acoustic transients.
A set of 5 corresponding sine wave tones were created using the NCH Tone Generator (http://www.nch.com.au/tonegen/) with frequencies matching the second formant of each vowel. Similar to the vowel stimuli, the tone stimuli were of three durations (75, 150, and 300 ms) and were tapered at stimulus onset and offset using a 10ms Hamming window. The resulting stimulus set consisted of 15 speech and 15 corresponding non-speech stimuli, with 5 vowels and 5 tones in each of the 3 duration conditions.

Discrimination pairs matched in duration were created for the vowel and tone test stimuli. The stimuli within each discrimination pair were separated by an interstimulus interval (ISI) of 50 ms. Within each of the three (75, 150, 300 ms) duration conditions, there were 30 same trials in which each vowel or tone stimulus was paired with itself and 30 different trials. For the different trials, all possible combinations of stimuli occurred twice within each condition, with ten of the stimulus pairs occurring a second time in reverse order (i.e. [i-e] and [e-i]). In total, there were 360 discrimination pairs, two runs of 90 vowel pairs and two runs of 90 tone pairs.

Procedure

The experiment consisted of two runs for the vowel discrimination task and two runs for the tone discrimination task. Participants received the four runs in a fixed order (Vowel, Tone, Vowel, Tone). Each run consisted of 15 discrimination pairs in each of the stimulus conditions (15 pairs × 3 duration conditions × 2 response conditions, totaling 90 stimuli per run. (See Imaging for details of stimulus timing). Stimuli within each run occurred in a fixed, pseudo-randomized order.

Stimuli were presented over MR-compatible headphones (Resonance Technology, Inc., Northridge, California) and the sound level was adjusted to ensure a comfortable listening level. Participants performed an AX discrimination task in which they were required to determine whether the two stimuli in the pair were the same or different by pressing one of two buttons on an MR-compatible button box using their right hand. The button mapping was counterbalanced across subjects. Responses were scored for both accuracy and reaction time (RT), with RT latencies measured from the onset of the second stimulus. Presentation of stimuli and collection of response data were controlled by a laptop running the BLISS software suite (Mertus 1989).

Imaging

Scanning was performed on a 1.5T Symphony Magnetom MR system (Siemens Medical Systems; Erlangen, Germany) at Memorial Hospital in Pawtucket, RI. Subjects were aligned to magnetic field center and instructed to remain motionless with eyes closed during the duration of the experiment.

For each subject, an anatomical T1-weighted rapid acquisition gradient-echo (MPRAGE) sequence (TR=1900ms, TE=4.15ms, TI=1100ms, 1mm³ isotropic voxel size, 256×256 matrix) reconstructed into 160 slices was acquired for co-registration with functional data. The functional scans consisted of interleaved multislice echo planar (EPI) sequences of 15 axial slices centered on the corpus callosum. Each slice was 5mm in thickness, with 3 mm² FOV, flip angle=90°, TE=38ms, TR=2000ms. The imaging data were acquired so that the auditory stimuli were presented during silent gaps (Belin et al. 1999; Hall et al. 1999). In particular, 15 slices were acquired in a 1200 ms interval (80 ms per slice) followed by a 800 ms silent gap in which a discrimination pair was presented. This yielded an effective volume repetition time of 2000 ms (see Figure 1). Both vowel and tone runs contained 274 volumes per run.

Four runs of alternating vowel and tone pairs were presented in an event-related design. Stimuli were jittered to whole-multiple intervals of the 2000 ms repetition time and presented at equally
probable combinations of trial onset asynchronies (TOA=2,4,6,8,10s). To reduce T1 saturation of functional images, four functional dummy volumes were collected before the presentation of the first stimulus pair in each run, and these volumes were excluded from subsequent analysis.

Analysis

Behavioral Data—The behavioral data were scored for both performance and reaction-time (RT). Incorrect responses and responses that were greater than 2 standard deviations from a subject’s mean for that condition were excluded from the analysis. A 3-way repeated measures analysis of variance (ANOVA) was conducted comparing Duration (75ms/150ms/300ms), Condition (Vowel/Tone), and Response (Same/Different).

Because the focus of this study was on sensitivity to the perception of changes in vowel quality or changes in pitch in tones as a function of duration, only the Different responses were considered in the functional imaging analysis. Moreover, as discussed below, there was no difference in overall performance between vowels and tones in the Different responses, whereas a behavioral difference emerged for vowels and tones for Same responses. Thus, focusing on Different responses assured that variations in activation patterns between vowels and tones would reflect differences in perceptual processing and not in difficulty of processing.

MR Data—Image processing and statistical analysis of MR imaging data was performed using the AFNI software platform (Cox and Hyde 1997). Slice timing correction was applied to the EPI images to correct for interleaved slice acquisition. All functional volumes were aligned to the fourth collected volume by means of a rigid body transform to correct for head motion. Next, functional voxels were resampled into a 3mm$^3$ (originally 3x3x5mm) isotropic voxel space, co-registered to the anatomical MPRAGE images and then transformed into Talairach and Tournoux (1998) coordinate space. Finally, a 6mm FWHM Gaussian blur was finally applied to the functional voxels for spatial smoothing, and subject masks were created which excluded voxels outside of subject brain space.

Deconvolution analyses were performed on individual subject EPI data to model the hemodynamic activation as a function of the twelve experimental conditions (3 length conditions × Same/Different × Vowel/Tone). Canonical gamma functions were convolved with stimuli onset times to create ideal time-series waveforms used as covariates in the deconvolution. The six output parameters from the motion correction algorithm (x, y, and z translation, roll, pitch and yaw) were also included as covariates of no interest. The resulting correlation fit coefficients showed the condition-dependent activation in each voxel during the course of the experiment. The raw fit coefficients were finally converted to percent signal change by dividing each voxel by its estimated mean baseline across the entire experiment. Statistical maps were clipped to exclude any voxel which was not imaged in each of the 15 subjects.

A mixed-effects 2-way ANOVA was computed on the results of the deconvolution analyses with stimulus condition as a fixed effect and subject as a random effect. In addition to condition means, a number of contrasts were calculated including Vowels vs. Tones across the three durations, Vowels vs. Tones at each duration condition (75, 150, 300ms), and within each of the Vowels and Tone conditions comparisons of duration (e.g. Vowel 75 vs. Vowel 300, Vowel 75 vs. Vowel 150, Vowel 150 vs. Vowel 300). The resulting group statistical map showed the activation of each condition and contrast for the entire experiment.

To correct for Type-I multiple comparison errors, Monte Carlo simulations were run to determine a minimum reliable cluster size at a voxel threshold of $p<0.05$. Using a cluster
threshold of p<0.05, the minimum cluster size was determined to be 131 contiguous voxels of 3mm³.

In addition to the statistical comparisons described above, Region of Interest (ROI) analyses were performed on the Superior Temporal Gyrus (STG) where significant clusters emerged. All areas were subdivided into left and right hemisphere components to investigate laterality effects. The anatomical boundaries for these regions were determined by the AFNI Talairach Daemon (Lancaster et al. 2000) and visually verified using a standard brain atlas (Duvernoy 1999), and included both the STG as well as the dorsal bank of the superior temporal sulcus (STS). Previous studies have suggested different roles for anterior and posterior regions of the STG in auditory and speech processing shown in a number of studies (Hickok and Poeppel 2004; Scott and Wise 2004; Liebenthal et al. 2005; Obleser et al. 2006). In keeping with these findings, the STG was divided into anterior and posterior regions along the y-axis to perform ROI analyses within these regions independently. The y-axis was divided at the STG midpoint by a vertical (x–z) plane at y = −18. The resulting anterior and posterior STG regions in the left hemisphere contained 258 voxels and 555 voxels, respectively, and in the right hemisphere 233 voxels (anterior) and 458 voxels (posterior) (see Figure 5, inset). The imbalance in voxel numbers between anterior and posterior regions was a result of anterior temporal lobe signal dropout in the imaging procedure, rather than a result of the choice of dividing boundary.

Finally, repeated measures ANOVAs were performed on condition and subject means for each ROI, with condition categories of left/right, vowel/tone, and duration (75ms 150ms 300ms).

RESULTS

Behavioral

Figure 2 shows the performance and Figure 3 shows the RT results for the behavioral data. As Figure 2 shows, overall performance was above 90% for both vowels and tones. “Different” and “same” performance responses were submitted to separate 2-way ANOVAs with factors of duration and stimulus type (see Farell, 1985 for discussion about potential differences in processing mechanisms for same and different responses). For “different” responses, only a main effect of duration (F (2, 28) = 7.905, p < .002) was observed, showing an increase of performance with increasing duration. The “same” responses showed an effect of condition (F (1, 14) = 5.094, p < .041) only, with an overall better performance for vowels than for tones. Thus, subjects did better in discriminating the vowel stimuli than the tone stimuli for “same” pairs, but for “different” pairs the performance was the same for the two types of stimuli. For the reaction-time data, two 2-way ANOVAs (Duration × Stimulus Type) were separately conducted for the different and same responses. For the different discrimination pairs, there was a main effect for duration (F (2, 28) = 30.840, p < .001) with decreasing RT latencies as stimulus duration increased. There was neither a main effect for stimulus type (vowels vs. tones) nor was there a significant interaction. Analysis of the behavioral data for the same discrimination pairs revealed a main effect for duration (F (2, 28) = 23.869, p<.001) (similar to the different discrimination pairs, RT latencies decreased as stimulus duration increased), a main effect for stimulus type (F (1, 14) = 5.580, p < .033) (vowels had faster RT latencies than did tones), and no interactions.

fMRI

Activated clusters (p<0.05, corrected) for statistical contrasts of vowel and tone stimuli are shown in Table 2. Maximum intensity locations of each cluster are shown in Talairach and Tournoux coordinates; however, several clusters extended into multiple regions.
Vowels versus Tones—Comparison of activation for vowels vs. tones overall yielded greater activation for vowels versus tones in the temporal lobes bilaterally. Maximum intensity foci occurred in anterior regions of the left and right Superior Temporal Gyrus (STG), with the left hemisphere showing the largest activation. In addition, as Table 1 shows, cluster size in the STG was larger on the left (425 voxels) than on the right (292 voxels).

Nonetheless, the pattern of activation for vowels compared to tones differed as a function of duration (see Table 2 and Fig. 4). As Fig. 4 shows, there was extensive temporal lobe activation with greater activation for vowels compared to tones only in the left hemisphere for short durations (75 ms) and bilateral activation at the longer durations (150 ms and 300 ms). In particular, at 75 ms durations, contrasts of vowels versus tone stimuli showed one activated cluster in the L STG (see Table 2). At intermediate durations (150 ms), clusters appeared in the L STG, and R Middle Temporal Gyrus (MTG) extending into the R STG, and the R IPL. At the longest duration (300 ms), contrasts showed greater activation for vowels bilaterally in the STG. Although there was bilateral activation at the intermediate and long durations, it is worth noting that in the comparison of vowels and tones the cluster size was larger on the left than on the right.

The cluster analyses showed, as expected, extensive temporal lobe activation in the discrimination of the spectral patterns of vowels and tones. Since the goal of this paper was to examine potential hemispheric asymmetries and the effects of duration on those asymmetries, the remainder of our analyses will focus on the patterns of activation in the STG. Further cluster analyses showing the results of pair-wise comparisons within the vowel stimuli and within the tone stimuli as a function of duration are shown in the Appendix.

Region of Interest Analysis—In order to examine in more detail potential laterality differences as well as the influences of duration on laterality, a series of region of interest (ROI) analyses were conducted focusing on the anterior and posterior portions of the STG bilaterally. To this end, an anatomical Region of Interest (ROI) analysis was computed on the percent signal change for four regions in the left and right anterior and posterior STG for both vowels and tones over the 3 stimulus durations for each of the 15 subjects. Factors included hemisphere (L/R), site (anterior/posterior), condition (vowel/tone), and duration (75ms/150ms/300ms). The results were submitted to a 4-way ANOVA which resulted in main effects of hemisphere (F(1, 14)=9.43, p<0.009), condition (F(1, 14)=13.1, p<0.003), and duration (F(2, 28)=19.4, p<0.001), and a hemisphere×duration interaction (F(2, 28)=5.93, p<0.007). In addition, two further interactions approached significance: hemisphere×site (F(1, 14)=4.00, p<0.065) and a 4-way hemisphere×site×condition×duration (F(2, 28)=8.22, p<0.0078) interaction.1 As discussed earlier, results of recent neuroimaging experiments suggest different functional roles for the aSTG and pSTG (Scott and Wise 2004; Hickock and Poeppel 2004). The fact that the interaction effects approached significance by site is consistent with these findings. For these reasons, the remaining analyses considered the activation patterns for the aSTG and pSTG separately.

The results of the ROI analyses are shown in Fig. 5 for the anterior Superior Temporal Gyrus (aSTG, top panel) and the posterior Superior Temporal Gyrus (pSTG, bottom panel). Several observations can be made across these two sites. First, there is greater activation in the R STG than the L STG for both vowels and tones, although the magnitude of the laterality difference appears to be greater for vowels than for tones, particularly in the aSTG. Second, there is

---

1In order to better localize voxels which show an interaction between effects of duration (75 msec, 150 msec, and 300 msec) and stimulus type (vowel versus tone), a 2-way ANOVA was performed on the percent signal change values for different stimulus pairs. A single cluster emerged in the precuneus and posterior cingulate. No clusters emerged which showed a duration by type interaction in the STG.
increased activation for vowels as duration of the stimuli increases. This effect appears to be less robust for tones.

To examine the effects statistically, two 3-way ANOVAs were conducted, one for the aSTG and the other for the pSTG with factors of hemisphere (left/right), condition (vowel/tone), and duration (75ms, 150ms, 300ms). For the aSTG, there were main effects of hemisphere (F(1, 14)=10.8, p<0.005) (the RH showed more activation than the LH), condition (F=(1, 14)=9.71, p<0.008) (there was greater activation for vowels than tones), and duration (F(2, 28) =23.0, p<0.001) (activation increased as the stimuli were longer). There was also a hemisphere×condition interaction (F(1, 14) =5.13, p<0.04) and a hemisphere×duration (F(1, 14)=6.78, p<0.004) interaction. The hemisphere × condition interaction was due to a greater magnitude in the RH preference for vowels compared to tones. The hemisphere × duration interaction showed that the RH lateralization increased as stimulus duration increased. A three-way hemisphere × condition × duration (F(2, 28)=2.62, p<0.09) interaction approached significance. This interaction emerged because the right hemisphere was more sensitive to changes in duration for vowels than for tones in anterior sites. This effect can be seen in Fig. 6 which shows the magnitude of the laterality effect (subtracting the percent signal change in the LH from the RH) as a function of condition and duration. In anterior sites (shown in black), the right hemisphere shows a greater increase in activation with duration for vowels, whereas for tones the difference between right and left activation remains essentially constant across duration. To confirm these results statistically, two 2-way ANOVAs were performed on the vowel and tone conditions separately with factors of hemisphere and duration. Results yielded main effects of hemisphere (vowels: F(1, 14) =12.0, p<0.004; tones: F(1, 14)=8.34, p<0.002) and duration (vowels: F(2, 28)=11.4, p<0.001; tones: F(2, 28)=9.32, p<0.001) for both vowels and tones, with greater activation in right versus left hemisphere and activation increasing with duration. Of importance, only the vowel condition showed a hemisphere × duration interaction (F(2, 13)=10.8, p<0.001). This interaction was due to increased right hemisphere activation as a function of duration for vowels. No interaction emerged for the tones.

Posterior regions show a different pattern of results. While main effects emerged for condition (F(1, 14) =11.8, p<0.004) and duration (F(2, 28)=12.8, p<0.001), showing similar patterns to those for the aSTG, there was no main effect of hemisphere nor were there any interactions. This pattern of results can also be seen in Fig 6, where the magnitude of the laterality effects in pSTG (as shown by the gray bars) is similar for vowels and tones across the three durations.

**Discussion**

The results of this study provide some further insight into the computational mechanisms underlying the processing of both speech and nonspeech. Although previous studies have examined hemispheric processing of spectral and temporal information in nonspeech stimuli, these parameters have typically covaried (cf. Zatorre and Belin 2001; Hall et al. 2002) making it difficult to determine the role of each of these parameters separately and to assess potential interactions between them. In the current study, the processing of components of vowel and tone stimuli were studied in two ways: potential differences in hemispheric processing of spectral information for vowels and pitch information for tones were assessed and compared both within and between duration conditions, and comparisons were made within vowel and tone stimulus conditions as a function of their duration. Consistent with earlier hypotheses that at early stages of processing a common mechanism is used for extracting the acoustic properties of both speech and non-speech (Poeppel, 2003; Zatorre et al., 2002b), there is a right hemisphere preference for the processing of relatively steady-state spectral properties of vowels and pitch properties of tones. Of importance, this hemispheric difference emerges for natural speech vowel stimuli as well as for nonspeech tone stimuli. Thus, even though the vowel stimuli are perceived as speech, the language dominant LH is not preferentially recruited
in a discrimination task for ‘specialized’ processing to extract the steady-state spectral structure signaling differences in vowel quality.

Nonetheless, the findings of this study challenge the strong form of the hypothesis that there are hemispheric differences in the integration window or time scale for processing spectral information (Hickock and Poeppel 2004). The strong form of this hypothesis posits that short duration stimuli should show left-lateralized activation. Differences in acoustic complexity notwithstanding, both vowels and tones have steady-state quasi-periodic and periodic properties respectively and thus the lateralization of the signal should correlate with duration if a hypothesis that favors a purely temporal (sub-phonetic) timescale is correct. In the present study, the ROI analyses revealed that neither vowel nor tone stimuli show left-lateralized activation at shorter timescales, nor at any timescale. Moreover, comparisons across the three duration conditions for the vowel stimuli in the ROI analyses showed bilateral activation with increased activation in the left as well as the right hemisphere as the stimuli were longer. These findings emerged in both the aSTG and pSTG. Similarly, the results of the ROI analysis for the tone stimuli showed increased activation bilaterally as duration increased. Thus again, increase in activation as a function of duration was not restricted to the RH. Confirmatory evidence of the effects of duration on the activation patterns in temporal areas for both vowels and tones also emerged in the cluster analyses shown in Appendix 1. In particular, contrasts of 300 ms to 75 ms in both vowels and tones revealed clusters in temporal areas with greater activation for the longer duration stimuli.

Taken together, increase in activation as a function of duration occurs bilaterally for both vowels and for tones. These findings are consistent with recent results of Boemio et al. (2005) who showed increased activation for frequency modulated noise and tone stimuli in both left and right hemispheres as the longer stimuli contained increasing pitch variation. However, similar to the vowel stimuli in the current study, slowly modulated changes in pitch variation in their stimuli preferentially increased activation in the right hemisphere, and failed to show left hemisphere activation at short stimulus timescales. In general, it seems to be the case that observed laterality differences for vowels and tones are a function of a heightened right hemisphere sensitivity to long integration windows, whereas the left hemisphere shows sensitivity to both long and short integration windows (cf. Belin et al., 1998).

The results of the current study show that although there are a number of similarities in the processing of vowels and tones, differences also emerged suggesting that even fairly early in the processing stream at the level of the STG. Results of the cluster analysis revealed greater activation and larger cluster sizes for vowels than for tones overall and at all duration conditions. Moreover, comparison of vowel-tone contrasts across the duration conditions revealed lateralization at short time-scales and bilateral activation at longer timescales. In particular, the comparison of vowels vs. tones at 75 ms revealed a single left hemisphere cluster with peak intensity in the aSTG. At 150ms, contrasts between vowels and tones showed a cluster in the LSTG cluster as well as in the RMTG extending into the RSTG, and at 300ms bilateral activation bilaterally in the STG.

The greater activation for vowels compared to tones overall and at each of the three duration conditions could be due to stimulus complexity. Nonetheless, Uppenkamp at al. (2006) showed greater activation for vowels than for control stimuli of equal complexity, making it unlikely that just complexity of the stimuli gave rise to greater activation in the current experiment. One possibility for the increased activation overall for vowels compared to tones is that the vowel stimuli were not only produced by a human vocal tract but listeners have more experience with them since they are part of the speech inventory. The behavioral data are consistent with this view in that overall performance was better for vowels than for tones. Importantly, however,
there were no reaction-time differences between vowels and tones suggesting that the discrimination task was equally easy/difficult for the subjects across the two stimulus types.

The differences in asymmetry revealed in the comparison between vowels and tones at the three duration conditions are also likely not due to stimulus complexity. Similar patterns of asymmetry should have emerged across the three duration conditions if stimulus complexity were the basis for asymmetry of processing since the difference in stimulus complexity between vowels and tones was in principle the same at each of the duration conditions. And yet, the results revealed a left hemisphere asymmetry at the 75 ms condition and bilateral activation at the longer, 150 and 300 ms, conditions.

The left hemisphere activation in general may reflect the linguistic relevance and in this case, the phonetic relevance, of stimuli. Such findings would support a number of studies suggesting that hemispheric lateralization of stimuli reflects the functional role they play, with left hemisphere lateralization for linguistic stimuli and right hemisphere lateralization for non-linguistic stimuli (VanLancker and Sidtis, 1992; Kimura 1961, 1964). This left hemisphere activation is present for all stimulus durations. However, the right hemisphere is also recruited for longer (150 and 300 ms durations). That the right hemisphere is also recruited at the longer intervals is likely due to the fact that vowels of 150 and 300 ms are not the canonical form in which vowels are found in natural speech, which are typically shorter in duration and involve considerable spectral change due to coarticulatory effects with adjacent segments and vowel diphthongization (Liberman et al. 1967). Moreover, vowels presented in isolation have been shown to be perceived as less linguistic than vowels produced in context (Rakerd 1984). Thus, at the longer intervals, the vowel stimuli may be more nonspeech-like resulting in right hemisphere in addition to left hemisphere activation.

Further differences in the processing of vowels and tone emerged from the ROI analyses when considering the magnitude of the laterality effect across duration conditions. In contrast to the vowel stimuli, the magnitude of the laterality effect for the tone stimuli remained constant at both temporal lobe sites. In contrast, the vowel stimuli in the aSTG showed an increase in the magnitude of the laterality effect as stimulus duration increased. That this interaction effect emerges only in the aSTG and only for vowels provides further evidence for a functional distinction between the aSTG and pSTG in auditory processing and supports the view that the aSTG is sensitive to spectral complexity and to the phonetic content of the stimuli (Binder et al. 2000; Scott et al. 2000; Davis and Johnsrude 2003; Giraud et al. 2004).

The results of the current study raise questions about how the acoustic properties giving rise to the speech sounds of language are integrated online as listeners receive speech input. If it is the case that there is a right hemisphere preference for vowels and a left hemisphere preference for those consonants which require the extraction of rapid spectral changes such as stop consonants, how does this information get integrated across the hemispheres into syllable-sized units or into words that may range from 100 ms to 500 ms in duration? In other words, is it the case that asymmetries for different speech sound means that this information is separately extracted by the ‘preferred’ hemisphere and then integrated by the left hemisphere in the phonetic processing stream? Even more problematic, the sounds of language have very different time scales – from 20–40 ms for stop consonants to hundreds of ms for fricative consonants, and the duration of these sound segments may vary as a function of a number of factors including speaking rate, stress and linguistic context (cf. Scott and Wise 2004). For example, the average duration of vowels is about 300 ms in citation form, 126 ms in reading a script (Crystal and House 1990), and these durations may be considerably shorter in conversational speech. Are there hemispheric differences in the processing of these same vowel sounds based on their different time scales?

*Neuropsychologia*. Author manuscript; available in PMC 2010 March 31.
We think not. We suggest that integration of auditory information occurs early in the phonetic processing stream, and we would expect most likely in the left hemisphere. As shown in the current study, the left hemisphere does process vowel stimuli across all duration conditions, and even shows left lateralization compared to tones at the short 75 ms duration condition. Ultimately the question of how the neural system integrates information across time scales is a critical question for our understanding of speech processing.

Acknowledgments

This research was supported in part by the Dana Foundation, NIH Grant DC006220 to Brown University and the Ittelson Foundation. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institute on Deafness and Other Communication Disorders or the National Institutes of Health.

References


Rakerd B. Vowels in consonantal context are perceived more linguistically than are isolated vowels. Perception and Psychophysics 1984;35:123–136. [PubMed: 6718209]


Figure 1.
Schematic for scanning protocol used for stimulus presentation.
Figure 2.
Mean performance for different responses (top panel) and the same responses (bottom panel) in the discrimination of vowel and tone stimuli.
Figure 3.
Mean reaction-time latencies for different responses (top panel) and the same responses (bottom panel) in the discrimination of vowel and tone stimuli.
Figure 4.
Montage of clusters showing significantly greater activation for vowels than for tones at the three duration conditions (p < .05 corrected). Axial views are show at z = 67 for the top panel and z = 73 for the bottom panel.
Figure 5.
Percent signal change for the right and left anterior STG (top panel) and posterior STG (bottom panel) across the vowel and tone duration conditions. Inset shows anterior (yellow) and posterior (red) STG region of interest mask.
Figure 6.
Percent signal change differences in the right versus left hemispheric activation in the anterior and posterior STG (see text).
Table 1

Formant values (in Hz) for the vowel stimuli

<table>
<thead>
<tr>
<th></th>
<th>[i]</th>
<th>[e]</th>
<th>[a]</th>
<th>[o]</th>
<th>[u]</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>352</td>
<td>545</td>
<td>873</td>
<td>410</td>
<td>250</td>
</tr>
<tr>
<td>F2</td>
<td>2221</td>
<td>1914</td>
<td>1301</td>
<td>1129</td>
<td>1239</td>
</tr>
</tbody>
</table>
### Table 2

Regions Exhibiting Significant Differences between Conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Region</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th># of Voxels</th>
<th>Max T</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vowels &gt; Tones</strong></td>
<td>L. Superior Temporal Gyrus</td>
<td>−64</td>
<td>−16</td>
<td>5</td>
<td>425</td>
<td>5.296</td>
</tr>
<tr>
<td></td>
<td>R. Superior Temporal Gyrus</td>
<td>59</td>
<td>−7</td>
<td>5</td>
<td>292</td>
<td>4.495</td>
</tr>
<tr>
<td><strong>Vow 75 &gt; Ton 75</strong></td>
<td>L. Superior Temporal Gyrus</td>
<td>−55</td>
<td>−49</td>
<td>38</td>
<td>141</td>
<td>3.191</td>
</tr>
<tr>
<td><strong>Vow 150 &gt; Ton 150</strong></td>
<td>L. Posterior Cingulate</td>
<td>−1</td>
<td>−46</td>
<td>20</td>
<td>844</td>
<td>3.473</td>
</tr>
<tr>
<td></td>
<td>L. Superior Temporal Gyrus</td>
<td>−64</td>
<td>−19</td>
<td>5</td>
<td>490</td>
<td>7.622</td>
</tr>
<tr>
<td></td>
<td>R. Middle Temporal Gyrus</td>
<td>65</td>
<td>−31</td>
<td>2</td>
<td>242</td>
<td>3.154</td>
</tr>
<tr>
<td></td>
<td>R. Inferior Parietal Lobule</td>
<td>38</td>
<td>−61</td>
<td>44</td>
<td>145</td>
<td>2.735</td>
</tr>
<tr>
<td><strong>Vow 300 &gt; Ton 300</strong></td>
<td>L. Superior Temporal Gyrus</td>
<td>−64</td>
<td>−16</td>
<td>5</td>
<td>266</td>
<td>4.282</td>
</tr>
<tr>
<td></td>
<td>R. Superior Temporal Gyrus</td>
<td>59</td>
<td>−7</td>
<td>8</td>
<td>176</td>
<td>5.821</td>
</tr>
<tr>
<td><strong>Ton 300 &gt; Vow 300</strong></td>
<td>L. Inferior Parietal Lobule</td>
<td>−55</td>
<td>−49</td>
<td>38</td>
<td>141</td>
<td>3.191</td>
</tr>
</tbody>
</table>
Appendix

Regions Exhibiting Significant Differences between Vowel Conditions and Tone Conditions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Region</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th># of Voxels</th>
<th>Max T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vow 75 &gt; Vow 300</td>
<td>R. Inferior Frontal Gyrus</td>
<td>47</td>
<td>20</td>
<td>−1</td>
<td>895</td>
<td>3.747</td>
</tr>
<tr>
<td></td>
<td>R. Inferior Parietal Lobule</td>
<td>53</td>
<td>−37</td>
<td>44</td>
<td>393</td>
<td>4.172</td>
</tr>
<tr>
<td></td>
<td>L. Medial Frontal Gyrus</td>
<td>−1</td>
<td>17</td>
<td>44</td>
<td>292</td>
<td>3.144</td>
</tr>
<tr>
<td>Vow 300 &gt; Vow 75</td>
<td>R. Superior Temporal Gyrus</td>
<td>56</td>
<td>−7</td>
<td>8</td>
<td>867</td>
<td>6.476</td>
</tr>
<tr>
<td></td>
<td>L. Posterior Cingulate</td>
<td>−1</td>
<td>−52</td>
<td>20</td>
<td>558</td>
<td>2.148</td>
</tr>
<tr>
<td></td>
<td>L. Transverse Temporal Gyrus</td>
<td>−55</td>
<td>−19</td>
<td>11</td>
<td>555</td>
<td>5.272</td>
</tr>
<tr>
<td>Vow 75 &gt; Vow 150</td>
<td>R. Inferior Frontal Gyrus</td>
<td>47</td>
<td>20</td>
<td>−1</td>
<td>251</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>L. Medial Frontal Gyrus</td>
<td>−1</td>
<td>17</td>
<td>44</td>
<td>184</td>
<td>3.018</td>
</tr>
<tr>
<td>Vow 150 &gt; Vow 75</td>
<td>L. Posterior Cingulate</td>
<td>−1</td>
<td>−46</td>
<td>8</td>
<td>543</td>
<td>4.631</td>
</tr>
<tr>
<td></td>
<td>R. Parahippocampal Gyrus</td>
<td>11</td>
<td>−31</td>
<td>−4</td>
<td>292</td>
<td>2.359</td>
</tr>
<tr>
<td></td>
<td>R. Precentral Gyrus</td>
<td>59</td>
<td>−1</td>
<td>11</td>
<td>146</td>
<td>2.434</td>
</tr>
<tr>
<td></td>
<td>L. Anterior Cingulate</td>
<td>−1</td>
<td>44</td>
<td>−4</td>
<td>140</td>
<td>4.023</td>
</tr>
<tr>
<td>Vow 150 &gt; Vow 300</td>
<td>R. Precuneus</td>
<td>2</td>
<td>−73</td>
<td>41</td>
<td>207</td>
<td>2.43</td>
</tr>
<tr>
<td></td>
<td>L. Parahippocampal Gyrus</td>
<td>−1</td>
<td>−34</td>
<td>5</td>
<td>199</td>
<td>3.562</td>
</tr>
<tr>
<td>Vow 300 &gt; Vow 150</td>
<td>R. Superior Temporal Gyrus</td>
<td>59</td>
<td>−7</td>
<td>8</td>
<td>390</td>
<td>3.321</td>
</tr>
<tr>
<td></td>
<td>L. Transverse Temporal Gyrus</td>
<td>−61</td>
<td>−19</td>
<td>11</td>
<td>272</td>
<td>2.705</td>
</tr>
<tr>
<td>Tone 300 &gt; Tone 75</td>
<td>R. Postcentral Gyrus</td>
<td>62</td>
<td>−19</td>
<td>17</td>
<td>971</td>
<td>2.814</td>
</tr>
</tbody>
</table>
### Regions Exhibiting Significant Differences between Vowel Conditions and Tone Conditions (Cluster Threshold p<0.05, Voxel Level Threshold p<0.05)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Region</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th># of Voxels</th>
<th>Max T</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L. Superior Temporal Gyrus</td>
<td>−64</td>
<td>−31</td>
<td>11</td>
<td>613</td>
<td>4.503</td>
</tr>
<tr>
<td></td>
<td>L. Posterior Cingulate</td>
<td>−1</td>
<td>−61</td>
<td>11</td>
<td>272</td>
<td>2.233</td>
</tr>
<tr>
<td></td>
<td>L. Cuneus</td>
<td>−4</td>
<td>−91</td>
<td>17</td>
<td>117</td>
<td>2.214</td>
</tr>
<tr>
<td><strong>Tone 75 &gt; Tone 150</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>R. Hypothalamus</td>
<td>2</td>
<td>−4</td>
<td>−7</td>
<td>276</td>
<td>2.74</td>
</tr>
<tr>
<td></td>
<td>L. Inferior Frontal Gyrus</td>
<td>−43</td>
<td>5</td>
<td>26</td>
<td>153</td>
<td>5.644</td>
</tr>
<tr>
<td><strong>Tone 300 &gt; Tone 150</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L. Precuneus</td>
<td>−19</td>
<td>−79</td>
<td>41</td>
<td>1752</td>
<td>3.405</td>
</tr>
<tr>
<td></td>
<td>R. Poscentral Gyrus</td>
<td>62</td>
<td>−22</td>
<td>17</td>
<td>521</td>
<td>3.213</td>
</tr>
<tr>
<td></td>
<td>L. Superior Temporal Gyrus</td>
<td>−64</td>
<td>−31</td>
<td>14</td>
<td>366</td>
<td>3.873</td>
</tr>
</tbody>
</table>